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Experimental Computing Laboratory 

• Modernized infrastructure services.   

• Designed and started implementation
of TRC microelectronics and AI lab 
(3700/A102)

• 98 users across 34 groups, 13 divisions and 7 directorates. 66 external users 
across 29 organizations.  51 new users (users are periodically archived).

• 11 papers, 2 journals, 27 presentations, 1 abstract, 1 other STI cited ExCL in 
Resolution in the past year.

• Emphases on reliability and storage stability, user self-service wherever 
possible, with consulting to help enable research goals.

Contact: Steve Moulton, Aaron Young
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3700 (TRC - Translational Research Capability) Lab A102 
• Purpose: Lab space dedicated to embedded systems, microelectronics, AI, and neuromorphic computing.

• Core Capabilities: Direct ExCL network access (deployment in progress), support for exposed power (≤120 
V), and FPGA-PC integration.

• Key Equipment: Zenith systems, DGX Spark, neuromorphic testbeds, SDRs, and photonic-ready 
infrastructure.

• Future Vision: Expansion into quantum, photonics, and automated AI-driven experimentation
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ExCL Newsletter
• Inaugural issue of the ExCL Newsletter was distributed.

• The goal of this newsletter is to highlight research conducted on 
ExCL, notify of upcoming ExCL outages, and provide reminders for 
best practices.

• First edition features ExCL at SC 25.
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PYX Discussion—Why pyx for ExCL?
Accelerating AI/HPC Research on ExCL
• Current Pain Points:

• Manual package builds across heterogeneous nodes (GPUs, CUDA versions, OS).

• Senior staff diverted to debugging; interns require training to onboard.

• Fragile scaling risks publication timelines.

• Impact: New projects, increased ExCL usage, and AI/LLM focus will amplify these challenges.

• Goal: Reduce environment friction to speed up “time-to-science.” 
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PYX Discussion—pyx Introduction
Accelerating AI/HPC Research on ExCL

https://astral.sh/pyx
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PYX Discussion—Proposed Solution & Outcomes
pyx: Private GPU-Aware Package Registry
• Key Features:

• Auto-detect hardware; serve pre-built wheels (no manual compile) for specific hardware configuration.

• Shared build cache: build once, reuse everywhere.

• Resilient PyPI mirror: faster installs, full visibility, avoids download throttling.

• Private PyPI repository for research packages. Speeds up sharing with collaborators and scaling-up experiments.

• Expected Gains:
• Time-to-Science: 15+ min → <10 sec python environment startup time.

• Support Volume: Reduced the number of support tickets as hardware is auto-detected by uv and the correct 
environment is served automatically.

• Focus: Shift from maintenance to innovation.

• Next Steps: Ask around ORNL to gauge interest, and if there is interest, deploy a pilot in ExCL. 
• General pyx docs: technical documentation

• GPU Index: documentation around the GPU index specifically.

• Learn More: Episode #520 - pyx - the other side of the uv coin (announcing pyx) | Talk Python To Me Podcast

https://docs.pyx.dev/
https://docs.pyx.dev/gpu
https://talkpython.fm/episodes/show/520/pyx-the-other-side-of-the-uv-coin-announcing-pyx
https://talkpython.fm/episodes/show/520/pyx-the-other-side-of-the-uv-coin-announcing-pyx
https://talkpython.fm/episodes/show/520/pyx-the-other-side-of-the-uv-coin-announcing-pyx
https://talkpython.fm/episodes/show/520/pyx-the-other-side-of-the-uv-coin-announcing-pyx
https://talkpython.fm/episodes/show/520/pyx-the-other-side-of-the-uv-coin-announcing-pyx
https://talkpython.fm/episodes/show/520/pyx-the-other-side-of-the-uv-coin-announcing-pyx
https://talkpython.fm/episodes/show/520/pyx-the-other-side-of-the-uv-coin-announcing-pyx
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What’s new

• Added nvidia-long as a preemptable GPU queue

• Standard GPU work continues in nvidia (non-
preemptable)

How it works

• nvidia-long runs when GPUs are idle

• Jobs may be preempted by higher-priority work in 
the nvidia queue

• Preempted jobs can requeued and restarted

User action required

• Jobs are NOT requeue-able by default

• Must add --requeue to enable restart after 
preemption

• Recommended: handle SIGTERM + checkpoint

Best use cases

• Long-running, checkpointed jobs

• Training, parameter sweeps, Monte Carlo

Why this matters

• Improves overall GPU utilization

• Enables opportunistic long jobs without impacting 
priority work

Documentation

• Slurm | ExCL User Docs

Preemptable Slurm Queues

https://docs.excl.ornl.gov/quick-start-guides/slurm
https://docs.excl.ornl.gov/quick-start-guides/slurm
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Other ongoing efforts
• ExCL microelectronics and neuromorphic laboratory (3700/A102)

• Networking to be completed by 1/20.  This has been the major blocker to moving resources there.
• Networking will be on the ExCL VLAN.

• Moderate/workstations wired and Wi-Fi available now.

• More work chairs (stools) on order.

• GPUs to deploy (consumer grade but high power requirements)

• Nvidia GeForce RTX 5090

• AMD Radeon RX 9070 XT

• Working with vendor to procure additional AI capability
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Questions/Projects/Comments/Discussions


	Experimental Computing Laboratory (ExCL) Monthly Meeting
	Experimental Computing Laboratory 
	3700 (TRC - Translational Research Capability) Lab A102 
	ExCL Newsletter
	PYX Discussion—Why pyx for ExCL?�Accelerating AI/HPC Research on ExCL
	PYX Discussion—pyx Introduction�Accelerating AI/HPC Research on ExCL
	PYX Discussion—Proposed Solution & Outcomes�pyx: Private GPU-Aware Package Registry
	Preemptable Slurm Queues
	Other ongoing efforts
	Questions/Projects/Comments/Discussions

